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+ Challenges

' -Electric vehicle
-Autonomous venhicle

-They are multiple services : Ride hailing / Ride sharing ...




+ Research a Scoop

-Provide mobility services
- Need to manage the charging plan anc
service plan all together




4  Scientific Question

How do we formulate and solve the problem of fleet

management and charging plan for the fleet of AEV
including the profit of driveres and system?

1:Liteerature Review

2. Mathematical formulation
3: Agent Based Simulation o

4 Flowchart




Litterature Review

<+

Charging Plan

Fleet Management

(Zhang et al2020) : A charging framework
for EV for a transport by studing the
parameters like battery capacity , rate

power , system cost ..

(Maoet al. 2020) : A dynamic taxi ride-hailing

(LacobucciZ2021):A ride sharing Autonomous
Electric Vehicle system interacting with

Passengers (Shial . 2014): analyzed 3 electric

vehicle charging modes

(Maciejewski 2016):Ride-hailing the
assignment of passengers to vehicles, as

Tai-Yu-Ma 2021) : An online chargin
traffic dynamics can alter the closer vehicle. ( ) &ing

sheduling model|

These 3 issues are not adressed all together with a good level of detail in each part 3|

<+

Reinforcement Learning

(Kullman et al2020) : An operatoe AEV
using the DQN algorithm

(Hu et al2017) :Used Deep Reinforcement
Learning to learn the objective coefficients in

a math program

(Verma2017) Used reinforcement learning
to develop a system that helps the driver
to predict the location of coming requests




Literature review

Type of mobility services:
Car pooling
Ride-hailing

Ride-sharing

Assighment manage used :
Fleet management
Charging process

Mathematical formulation:
Linear
Non-Linear
Mixed Integer Programming

Cost Function:
Driver
Passenger

Methodology:
Optimization
RL method

Simulation Configuration

Solution Algorithm
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_ cost fumction Methodology Simulation confi .
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<+

Problem Statement

-

Repositionning

S

METHODOLOGY

.

Recharging

——

Serving demand

——




+ METHODOLOGY

Mathematical Formulation

B= ) maxR(sa) ., OBJECTIVE FUNCTION
teT
(1)

R(sa) = XT:C + ZT:A + XT:R , _, REWARD FUNCTION

1 l l (2)

Inspired by Tai-Yu-Ma Two-stage battery recharge scheduling and vehicle-charger assignment
policy for dynamic electric dial-a-ride services -plosone -1-27(2021)

<+
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Part |
C 'represents the overall assignement status of charging sation in the system

c = min Z Z Z Za + Z Z‘fl "% +nnnzp q.

fFEO KEK fEO KkEK fEO kEK

J (3)

C':to minimize the total charging , the waiting time and
the travel time until arriving at charging station

C": To minimize the total cost of the vehicle




Part |

C' = min:Z Z;.;f+ Z Za# Z ZNIP’& ]

feEQO kEK feE0 keEK feEO kEK

(4)

Factor representing the relationship between the amount of
energy that the charger needs and the charging rates of the
charger , and the time of recharging

The waiting time of vehicle “O" at

charge “K”

Travel time from the location of vehicle “0" to the charge
IIKII

16




Part |
C" : To minimize the total cost of the vehicle

(5)

I
C" = mmngqf —  Energie Price (euro/KWH) , Amount of energy charged

; V=1 :+ VO €O — Contraints 6 : that each vehicle is assigned to
0 (6) one charger station

7]




Part |

0S4 <pay ¢ 1EILT] 0 — The amount of energy

e, ,=e+q —M g — The transition state : evaluate the energy level

e,tq,> =h+te Level of energy and the quantity of energy to be no less than
(9) the energy demand plus a minimum reserve energy emin.

Energy level limits states the upper and lower bounds of

€min < €t < €max (10) the energy level at the beginning of each epoch

€L = €max . . -
(11) ——— Theinitial energy levelto start the 1st vehicle mission on the day

6 >K (120 ———* The number of vehicles and the charging stations 18|




Part Il
A represents the service plane: the assignment of vehicle to passenger and

minimize the waiting time of the whole period
A= T N_F_ =+ nun (1
Fa— Z 2 OM ;_j :;I (13)

FED mMEM

Travel time from the location of vehicle “0" to the client “c”

The waiting time of the client to have a vehicle

19




Part i

V.. e[01] ,
oM (14) Contraints 14 : that each venhicle is assigned to customer
M =D +M_ —R _, The state function describing the evolution
i i i ! . .
(15) using a demand generator to know the
number of users should answer
Demand of number of The total number of users

customer of new request
of each epoch t

number of users should answered at( t-1)

answer at (t-1)

20|




Part lii

Rr: about the repositionning of the vehicle waiting future requests:

each vehicle can be assigned to its place

Rr =) D d'op

fEO pEP

Z Vep=1

pPEP

—» Travel distance from the location of vehicle “0" to the point “p”

(17)

- YOEO

(18)

_—

To make sure that each vehicle can be assigned to one point

21




<+

METHODOLOGY

Agent Based Approach

To optimize its own objectif function

we build a RL to optimize the fleet management




<+

Reinforcement Learning

o rgort

slate reward

iy

[

'8 R,
——

Environment ]*

Reference :https:.//www.kdnuggets.com/2018/03/5-
things-reinforcement-learning.html|

METHODOLOGY

action

<+

By Markov Decision Process

N Number of Agents( AEVs)
S S = (St, Sv, Sh)
A {A1,A2,A5,..}
P(s,a,s") | The transition probability
R(s,a) | The Reward Function
Y Between Oand 1

]

23|




m State Variables

we model the state of the system by the tuple : state of time, state of vehicle, state of destination

S = (St, Sv. Sh)

e N [ “x - : : :
Battery Vg f’_ o 4 N "
Time t _—
Sy = Location _ Vie Destination xd
St = - Eh = -
Current activity Ve B 5 - d origin X0
. AN _/ Nl — ~ ef . A M

Vq is characterized by the level of battery € [0,Q] ;
Ve is characterized by its locations the coordinate of the vehicle
€ (xv,yv)

Vc € {Tidle, 2:serve, 3 :reposition, 4: preprocess, 5:recharge }

24




® Action for an agent

Serve Request

Request exists with
energy feasible

Charging

Request exists or not with
unfeasible energy

Reposition

No request exists and no
waiting demand with energy
feasible

Non -Action

Just finished serving

25|




®  Reward

The table below summarizes all the rewards of all the process

states actions Reward
Vg Q [100%, 30 % [ = +150
Q[30% , 10% [ = -10
Q<10% = -1000
Vi lose the customer <D = -100
pick up don't drop off = -150
Do not reposition the AEVs = 0

20




<+

Flowchart

The System is formed by a set of Autonomous Electric
Vehicles

Venhicle needs to recharge
Venhicle needs to be repositionead
Venhicle ready to serve

Qur organization chart designed by 3 parts

1. Initialization
2. AsSsSigning process

3:Stopping Condition

METHODOLOGY

Distributicn Data

T
= 1 W
Z:Initialization

AEVs On Service

F:Updating State Variable (Ve Vg, V)

AEVs Charge needed
W

16:Processing the
=

AEVs Ready to service

|

27

4V needs to charge |
18}
] 10:RL: AEVs rank their favorite services iz
S:Updating the state of 0 make &
» s charging station o
. 11:Cheking the feasible drivers ta =
= E:RL:AEVS rank their provide the service for passenger A0
(=8 favorite charger stations &
Chle
c B
B \L ¥
= - ] _ 12:Updating the vector Xi for all the
= 7:Solving the assignment vehicles
problem for the vehicles +
i M that need chargers
13:Reject the infeasible requests
B:Assignment the vehicle of the charging 14:Assignment the passeng
station '
! 15:Repositoning the g
175 T=T+1 |
18:T>=T }@
max
19:5tochastic customer
arriva +
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S TL H

1T=0
1’ 2:initialization

) ) Z:Updating Ssate Variable (Ve Vg Ve) |
2. AsSsSigning process P " s ooy v

AEVE On Service \L’
4 needs 1o cha rge |

Distribution Data
o)

Commrn)
==

S:Updating the stage of R AR rln:_ltl':::m-nnw e E
) e charging station B v- ;
16:Processing the e .l'l 11:Cheking the feasible drivers to ':g.‘
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£ ] :
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18:T>=T
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3:Stopping Condition

-we finish the whole system service

-we get a stochastir customer from the model

generator and go again to step (3) to update
the state variable for every time

19 5vecmasric cutTomer
arrheal

2 £
I l"-h_..r"l l"-.._!l’l '"'l-..i.r"l
g k. - 1T=0
£ | 3 E
= -1 'E -
= = W
o A [-
bt N Bl Zinivializacion
>
Z:Updating Ssate Variable (Ve Vg, V)
AEVs Charge needed AEVS Ready 10 senvice
AEVS On Service y 1:’
4 needs 1o cha rge | —
-
10:AL: AEVS rank their favorite senices ¥
S:Updating the staze of I - F
| P charging statan | B ;
l.""‘-_.-".‘ll .L] =,
16:Processing the 11 heking the feasible drivers o K
af-service ACYs . E:RL-AEVS rank their provide the service for passanger -
-4 favarite charger stations &
4 v
H |
= 12:Updacing the vector Xi for all the
= T-':E--:-l:llni-ir'-g ;:e .Ib_l.*.:agnr'nfrt -
problem for the vehicles
. S that mesd chargers +
13:Reject the infeasible requests
: : Td:Assignment the patangsr
B-Assignment the vehicle of the charging
sTation ¥
rJ 15:Repositioning the non-assigned AEVs
17/ T=T+1 |
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+ Numerical Result

Programming :Python

Math tools :Equatio

Data collection:Google Scholar

Project management :Google calendar




Distribution of vehicle availability over time

vehicles
25
20 With RL we manage better the work hour
15
10
: Training
200
W No RL mWith RL
100
l' I
O 50 ']' s | TER ()
P ’ ‘ “' = TER:1
© | i I| | [l '
G% O * ITER:2
o [ =% S e TER 3
O =0 e | TER 4
O e | TER -5
= -100 '
states actions Reward -150
Vg | Q[100%, 30 % = +150
=200
Q[30% , 10% [ = 10
Q<10 % = -1000 Time Step
Ve lose the customer < D = -100
pick up don't drop off = -150
Do not reposition the AEVs = 0 = |

32




Requests Distribution of request served over time

110
100

B0
—n
-
et
all B E=guest
4 B Eeguest served
50 I
0 i Work hour
E R ERERER= R = &

[

Lo

3

ra M M 3 3 3 3
(] (] (] (]
T L] T L]

3

o O o O O O
Mmoo Mmoo Mmoo

we have more 85% we could response
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The goal of the system is to answer all the requests

The goal of Each Agent is to optimize its own
performance in term cost and profit




+ Conclusion 4+

—An operator of a ride-hailing system composed of Autonomous Electric Vehicles

— Reinforcement Learning algorithm

—Repositionning/ Serving demand / recharging

— A the traffic congestion in the model : that we take to acompt of the traffic gym of other

vehicles not only our taxis.
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Notation :

t Interval of epochs t€ T=[1,T]

g Vehicles set in the area (environnement)

K Chargers set in the zone (environnement)

p Set of points where each vehicle can reposition (P)

e, Energy level at the start of each epoch t

“max Maximum vehicle energy level

“min Minimum wvehicle energy level

e Initial energy level for the vehicle to begin its mission

Maximum amaount of energy

Vehicle “07 is assigned to point “P"

ap
P The waiting time of the client to have a vehicle
o The waiting time of vehicle “0O" at charge "K”
y The time of recharging
i) demand of number of customer of new request of each

epoch t

Ampunt of energy at the beginning of each epoch t

vitesse de vehicule (km/min)

9,

q, Amount of energy charged

! Factor representing the relationship between the amount of
energy that the charger needs and the charging rates of the
charger

Ay Energy consumption

P, Energie Price [euro,/KWH)]

A Travel distance from the location of vehicle “o" to the point “p"

,i] Travel distance from the location of vehicle” o to the charge “k"

ﬂrg Trawvel distance from the location of vehicle “o” to the client “c”

N, Travel time from the lecation of wehicle “o” to the charge “K"

N, Travel time from the location of wehicle “o" to the client "c”

N Travel time from the location of vehicle "o to the point “p™

;:jk Vehicle 0" is assigned to charge "K*

[#00)

Vehicle “0" is assigned to client “c”

M random set of customers per day

AE number of users should answer of each epoch t
E_, Total number of users answer

A the time interval [1,7[




2. Algonthm :

1 }Our environment is about a road network graph in which our autonomous electric vehicle
can travel between adjacent cells (vertically, horizontally up,down) or can stay in the same
place .

2) Initially, we start with a number N of taxis distributed arbitranly.

3) The temporal dimension is discretized into time steps.

4) A vehicle V 1s charactenzed by - lis current position at time t ci(t). - [is state si(t) (i.e.
1:dle | 2:serve | 3:reposition , 4: preprocess , 5: recharge).

5) Passengers’ requests P appear stochastically in the environment at every time step.

6) Each request P is characterized by two tuples and a time stamp:

~ The pickup Location,

- The drop off location .

- The distance between the starting point of the client and the vehicle .

7) The assignment between taxi V and request at time t is denoted by the Boolean vanable
VoMit). It will be true if taxi 1 i1s assigned to request | at time t, and false otherwise.

8) Reguests can only be assigned to an inactive taxi or recharging taxi if the energy level =
30¥s or if the taxi is in a repositioning state.

9) Afier the assignment is done the taxi state will change to busy until it drops off the
passenger.

10)At each time step a taxi can move to any of the passenger addresses if it will respect the
waiting time of months equal 2\ if not it is not worth moving.

11) Several requests can come at the same time. So the taxi will take the closest distance to it
50 as not to lose customers and not let them wait too long and also to optimize the battery.

12} The total number of requests is limited by a predefined upper bound, if reached the
simulator will stop generating more requests.

13) The time to get to a given passenger within the same cell is the same and 1t is equal to one
time step.

14) A taxi will be available at the next ime step atier dropping off its current customer if the
load level is greater than 30¢% and the travel time N, is less than or equal to /A

15) if the taxi has fimished 1ts mission and it has no other requests and 1ts charge level is
more than 30% in this case it will reposition itself in its place in the parking lot .

16) if the taxi finishes its mission and it has another mission pending but its charge level is
below the limit then it is obliged to cancel its requests and go to the nearest charger station






