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MOTIVATION

by European Environment 
Agency :EEA

we have to find a solutionwe have to find a solutionwe have to find a solution

Electric Vehicle 
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MOTIVATION
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Challenges

-They are multiple services : Ride hailing / Ride sharing ...
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-Electric vehicle 

-Autonomous vehicle
 



Research a Scoop

-Provide mobility services 
- Need to manage the charging plan and
service plan all together 
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Scientific Question

How do we formulate and solve the problem of fleet
management and charging plan for the fleet of AEV

including the profit of driveres and system?  

1:Liteerature Review 
2: Mathematical formulation
3: Agent Based Simulation
4: Flowchart   
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    Litterature Review 

Fleet Management Charging Plan Reinforcement Learning 

These 3 issues are not adressed all together with a good level of detail in each part  

(Zhang et al2020) : A charging framework 
for EV for a transport  by studing the 
parameters like battery capacity , rate 

power , system cost ..

(Tai-Yu-Ma 2021) : An online charging 
sheduling model

(Kullman et al2020) : An operatoe AEV 
using the DQN algorithm

(Maoet al. 2020) : A dynamic taxi ride-hailing 
 

(Hu et al2017) :Used Deep Reinforcement 
Learning to learn the objective coefficients in 
a math program

 (Maciejewski 2016):Ride-hailing the 
assignment of passengers to vehicles, as 
traffic dynamics can alter the closer vehicle.

(Lacobucci2021):A ride sharing Autonomous 
Electric Vehicle system interacting with 
passengers
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(Verma2017) Used reinforcement learning 
to develop a system that helps the driver 
to predict the location of coming requests 

(Shi al . 2014):  analyzed 3 electric 
vehicle charging modes 
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Literature review 

Type of mobility services : 
Car pooling 
Ride-hailing 

Ride-sharing  

Assignment manage used :
Fleet management 
Charging process

 
Mathematical formulation:

Linear 
Non-Linear 

Mixed Integer Programming 

Cost Function:
 Driver 

Passenger

Methodology:
Optimization
RL method 

Simulation Configuration
 

Solution Algorithm
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This workThis work  

Autonomous 
Electric vehicle  

Ride Hailing 

RL Method 
 DQN 

Algorithms 

Mathematical 
formulation 

Problem Setting 

MILP

Methodology

Mobility 
Service 

Time 
Dependency

Dynamic Charging Process 
& Repositioning 

 

Assignment
 Models

Simulation 
Configuration 

Multi-Agnet

Cost Function

service Cost & Fuel cost 
Driver 

Passanger
service Cost & waiting time



METHODOLOGY

Problem Statement 

Repositionning

Recharging 

Serving demand
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METHODOLOGY
Mathematical Formulation

 

Inspired by Tai-Yu-Ma Two-stage battery recharge scheduling and vehicle-charger assignment
 policy for dynamic electric dial-a-ride services -plosone -1-27(2021) 
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OBJECTIVE FUNCTION

REWARD FUNCTION

I II III



 C 'represents the overall assignement status of charging sation in the system 

C' : to minimize the total charging , the waiting time and 
the travel time until arriving at   charging station 

C" : To minimize the total cost of the vehicle  
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Part I 



C' =

 Factor representing the relationship between the amount of 
energy that the charger needs and the charging rates of the 
charger , and  the time of recharging

 

The waiting time of vehicle “O” at 
charge “K”

Travel time from the location of vehicle “o” to the charge 
“K”

 

(4)
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Part I 



C" =

C" : To minimize the total cost of the vehicle  

Energie Price (euro/KWH) , Amount of energy charged
 

(5)

Contraints 6 : that each vehicle is assigned to 
one charger station    
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Part I 



The amount of energy

The transition state : evaluate the energy level 

Level of energy and the quantity of energy to be no less than 
the energy demand plus a minimum reserve energy emin.  

Energy level limits states the upper and lower bounds of 
the energy level at the beginning of each epoch

The initial energy levelto start the 1st vehicle mission on the day

The number of vehicles and the charging stations 18

Part I 



A represents the service plane:  the assignment of vehicle to passenger and 

minimize the waiting time of the whole period   
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Travel time from the location of vehicle “o” to the client “c”

The waiting time of the client to have a vehicle

(13)

Part II



The state function describing the evolution 
using a demand generator to know the 

number of users should answer 

Contraints 14 : that each vehicle is assigned to customer    
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number of users should 
answer at (t-1)  

The total number of users
 answered at( t-1)

Demand of number of 
customer of new request 

of each epoch t

Part II



Rr: about the repositionning of the vehicle waiting future requests : 

each vehicle can be assigned to its place  

Travel distance from the location of vehicle “o” to the point ‘’p’’
 

To make sure that each vehicle can be assigned to one point
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Part III

Rr



METHODOLOGY

Agent Based Approach

 
To optimize its own objectif function 

we build a RL to optimize the fleet management 
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METHODOLOGY

Reinforcement Learning 

  

  

  

  

  

  

N

S
A

P(s,a,s')
R(s,a)

Number of Agents( AEVs)

{A1,A2,A3,...}

The transition probability 

The Reward Function

Between 0and 1

Reference :https://www.kdnuggets.com/2018/03/5- 
things-reinforcement-learning.html

23

By Markov Decision Process 



we model the state of the system by the tuple : state of time , state of vehicle , state of destination 

 Vq  is characterized by the level of battery  ∈ [0,Q] ;

Ve is characterized by its locations  the coordinate of the vehicle 

∈ (xv,yv) 

 Vc ∈ { 1:idle , 2:serve , 3 :reposition, 4: preprocess , 5:recharge } 24



Action for an agent
Serve Request Reposition

Charging Non -Action

Request exists with 
energy feasible

No request exists and no 
waiting demand with energy 

feasible

Request exists or not with 
unfeasible energy Just finished serving
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Reward

The table below summarizes all the rewards of all the process 

26



METHODOLOGY
Flowchart
The System is formed by a set of Autonomous Electric 
Vehicles 

Vehicle needs to  recharge 
Vehicle needs to be repositioned

Vehicle ready to serve 
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Our organization chart designed by 3 partsOur organization chart designed by 3 partsOur organization chart designed by 3 parts

1: Initialization 

2: Assigning process

3:Stopping Condition  



 
1: Initialization 

Distribution data :The network graph , the initial 
demand ..

28



Update the different numbers of vehicles in the 
fleet by updating the variable status
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2: Assigning process



-we finish the whole system service

-we get a stochastir customer from the model 
generator and go again to step (3) to update 

the state variable for every time 

30

3:Stopping Condition  



Numerical Result

Programming :Python
Math tools :Equatio
Data collection:Google Scholar
Project management :Google calendar
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With RL we manage better the work hour 

To
ta

l R
ew

ar
d

Time Step

Training 
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we have more 85% we could response 
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The goal of the system is to answer all the requests  

The goal of Each Agent is to optimize its own 
performance in term cost and profit
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Conclusion 

 -An operator of a ride-hailing system composed of Autonomous Electric Vehicles 

- Reinforcement Learning  algorithm 

-Repositionning/ Serving demand / recharging 

-Other dynamic mobility services ride-sharing in a dynamic environment 

 

 

- A the traffic congestion in the model : that we take to acompt of the traffic gym of other 

vehicles not only our taxis.
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